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Abstract Models based on normative principles have played a major role in our understanding 
of how the brain forms decisions. However, these models have typically been derived for simple, 
stable conditions, and their relevance to decisions formed under more naturalistic, dynamic condi-
tions is unclear. We previously derived a normative decision model in which evidence accumulation 
is adapted to fluctuations in the evidence-generating process that occur during a single decision 
(Glaze et al., 2015), but the evolution of commitment rules (e.g. thresholds on the accumulated 
evidence) under dynamic conditions is not fully understood. Here, we derive a normative model for 
decisions based on changing contexts, which we define as changes in evidence quality or reward, 
over the course of a single decision. In these cases, performance (reward rate) is maximized using 
decision thresholds that respond to and even anticipate these changes, in contrast to the static 
thresholds used in many decision models. We show that these adaptive thresholds exhibit several 
distinct temporal motifs that depend on the specific predicted and experienced context changes 
and that adaptive models perform robustly even when implemented imperfectly (noisily). We further 
show that decision models with adaptive thresholds outperform those with constant or urgency-
gated thresholds in accounting for human response times on a task with time-varying evidence 
quality and average reward. These results further link normative and neural decision-making while 
expanding our view of both as dynamic, adaptive processes that update and use expectations to 
govern both deliberation and commitment.

Editor's evaluation
This paper makes an important contribution to the study of decision-making under time pressure. 
The authors provide convincing evidence that decision boundaries can be highly nontrivial – even 
reaching infinity in realistic regimes. This paper will be of broad interest to both experimentalists and 
theorists working on decision-making under time pressure.

Introduction
Even simple decisions can require us to adapt to a changing world. Should you go through the 
park or through town on your walk? The answer can depend on conditions that could be changing 
while you deliberate, such as an unexpected shower that would send you hurrying down the faster 
route (Figure  1A) or a predictable sunrise that would nudge you toward the route with better 
views. Despite the ubiquity of such dynamics in the real world, they are often neglected in models 
used to understand how the brain makes decisions. For example, many commonly used models 
assume that decision commitment occurs when the accumulated evidence for an option reaches a 
fixed, predefined value or threshold (Wald, 1945; Ratcliff, 1978; Bogacz et al., 2006; Gold and 
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To identify how environmental changes during the course of a single deliberative decision impact 
optimal decision rules, we developed normative models of decision-making that adapt to and antici-
pate two specific types of context changes: changes in reward expectation and changes in evidence 

https://doi.org/10.7554/eLife.79824
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not the (internal) cost function. To represent the structure of a 2AFC tasks, we assume a decision 
environment for an observer with an initially unknown environmental state, ‍s ∈ {s+, s−}‍, that uniquely 
determines which of two alternatives is correct. To infer the environmental state, this observer makes 
measurements, ‍ξ‍, that follow a distribution ‍f±(ξ) = f(ξ|s±)‍ that depends on the state. Determining the 
correct choice is thus equivalent to determining the generating distribution, ‍f±‍. An ideal Bayesian 
observer uses the log-likelihood ratio (LLR), ‍y‍, to track their ‘belief’ over the correct choice (Wald, 
1945; Bogacz et al., 2006; Veliz-Cuba et al., 2016). After ‍O‍ discrete observations ‍ξ1:O‍ that are inde-
pendent across time, the discrete-time LLR belief yn is given by:

	﻿‍
yn = ln Pr(s+|ξ1:n)

Pr(s−|ξ1:n)
= ln f+(ξn)

f−(ξn)
+ yn−1.

‍�
(2)

Given this defined task structure, we discretize the time during which the decision is formed and 
define the observer’s actions during each timestep. The observer gathers evidence (measurements) 
during each timestep prior to a decision and uses each increment of evidence to update their belief 
about the correct choice. Then, the observer has the option to either commit to a choice or make 
another measurement at the next timestep. By assigning a utility to each of these actions (i.e., a value 
‍V+‍ for choosing ‍s+‍, a value ‍V−‍ for choosing ‍s−‍, and a value ‍Vw‍ for sampling again), we can construct 
the value function for the observer given their current belief:

	﻿‍

V(pn; ρ) = max{V+(pn; ρ), V−(pn; ρ), Vw(pn; ρ)}

= max

ἀԀ0Ӱ�@�•ѐҥЀ��Oѐ
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multiple reward changes during a single decision lead to complex threshold dynamics that we summa-
rize in terms of several threshold change “motifs.” These motifs occur on shorter intervals and tend 
to emerge from simple monotonic changes in context parameters (Figure 2—figure supplement 2). 
To better understand the range of possible threshold motifs, we focused on environments with single 
changes in task parameters. For the reward-change task, we set punishment ‍Ri = 0‍ and assumed 
reward ‍Rc‍ changes abruptly, so that its dynamics are described by a Heaviside function:

	﻿‍ Rc(t) = (R2 − R1)Hθ(t − 0.5) + R1.‍� (5)

Thus, the reward switches from the pre-change reward ‍R1‍ to the post-change reward ‍R2‍ at ‍t = 0.5‍.
For this single-change task, normative threshold dynamics exhibited several motifs that in some 

cases resembled fixed or collapsing thresholds characteristic of previous decision models but in other 
cases exhibited novel dynamics. Specifically, we characterized five different dynamic motifs in response 
to single, expected changes in reward contingencies for different combinations of pre- and post-
change reward values (

https://doi.org/10.7554/eLife.79824
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For the SNR-change task, optimal strategies for environments with multiple changes in evidence 
quality are characterized by threshold dynamics that adapt to these changes in a way similar to how 
they adapt to changes in reward (Figure 3—figure supplement 1). To study the range of possible 
threshold motifs, we again considered environments with single changes in the evidence quality 

‍m = 2µ2

σ2 ‍ by taking µ to be a Heaviside function:

	﻿‍ µ(t) = (µ2 − µ1)Hθ(t − 0.5) + µ1.‍� (6)

For this single-change task, we again found similar threshold motifs to those in the reward-change 
task (Figure 3A and B). However, in this case monotonic changes in evidence quality always produce 
monotonic changes in response behavior. This observation holds aj
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low-to-high reward switches – the regime differentiating strategy performance in ways that could be 
identified in subject behavior.

Adding noise to the internal belief state (which tends to trigger earlier responses) and simulated 
response distributions (which tends to smooth out the distributions) without re-tuning the models to 
account for the additional noise does not alter the advantage of the normative model: across a range 
of added noise strengths, which we define as ‍

σy+σmn
σy+σmn ‍, where ‍σy‍ and ‍σmn‍ are the maximum possible 

strengths of sensory and motor noise, respectively, the normative model outperforms the other two 
when encountering low-to-high reward switches (Figure 4C). This robustness arises because, prior to 

https://doi.org/10.7554/eLife.79824
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shown 15 tokens inside a center target flanked by two empty targets (see Figure 5A for a schematic). 
Every 200ms, a token moved from the center target to one of the neighboring targets with equal 
probability. Subjects were tasked with predicting which flanking target would contain more tokens by 
the time all 15 moved from the center. Subjects could respond at any time before all 15 tokens had 
moved. Once the subject made the prediction, the remaining tokens would finish their movements to 
indicate the correct alternative. Given this task structure, one can show using a combinatorial argu-
ment (Cisek et al., 2009) that the state likelihood function ‍

https://doi.org/10.7554/eLife.79824
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model, they used distinct model parameters, and thus different strategies, for both the fast and slow 
task conditions. This finding is clearer when looking at the posterior parameter distribution for each 
subject and model parameter (see Figure 6—figure supplement 1 for an example). We speculate 
that the higher estimated value of reward in the slow task may arise due to subjects valuing frequent 
rewards more favorably. Together, our results strongly suggest that these human subjects tended to 
use an adaptive, normative strategy instead of the kinds of heuristic strategies often used to model 
response data from dynamic context tasks.

Discussion
The goal of this study was to build on previous work showing that in dynamic environments, the most 
effective decision processes do not necessarily use relatively simple, pre-defined computations as in 
many decision models (Bogacz et al., 2006; Cisek et al., 2009; Drugowitsch et al., 2012), but instead 
adapt to learned or predicted features of the environmental dynamics (Drugowitsch et al., 2014a). 
Specifically, we used new ‘dynamic context’ task structures to demonstrate that normative decision 
commitment rules (i.e., decision thresholds, or bounds, in ‘accumulate-to-bound’ models) adapt to 
reward and evidence-quality switches in complex, but predictable, ways. Comparing the performance 
of these normative decision strategies to the performance of classic heuristic models, we found that 
the advantage of normative models is maintained when computations are noisy. We extended these 
modeling results to include the ‘tokens task’, in which evidence quality changes in a way that depends 
on stimulus history and the utility of commitment increases over time. We found that the normative 
decision thresholds for the tokens task are also non-monotonic and robust to noise. By reanalyzing 
human subject data from this task, we found most subjects’ response times were best-explained by a 

https://doi.org/10.7554/eLife.79824
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noisy normative model with non-monotonic decision thresholds. Taken collectively, these results show 
that ideal observers and human subjects use adaptive and robust normative decision strategies in 
relatively simple decision environments.

Our results can aid experimentalists investigating the nuances of complex decision-making in 
several ways. First, we demonstrated that normative behavior varies substantially across task param-
eters for relatively simple tasks. For example, the reward-change task structure produces five distinct 
behavioral motifs, such as waiting until reward increases (Figure 2i) and responding before reward 
decreases unless the accumulated evidence is ambiguous (Figure 2iv). Using these kinds of modeling 
results to inform experimental design can help us understand the possible behaviors to expect in 
subject data. Second, extending our work and considering the sensitivity of performance to both 
model choice and task parameters (Barendregt et al., 2019; Radillo et al., 2019) will help to identify 
regions of task parameter space where models are most identifiable from observables like response 
time and choice. Third, and more generally, our work provides evidence that for tasks with gradual 
changes in evidence quality and reward, human behavior is more consistent with normative princi-
ples than with previously proposed heuristic models. However, more work is needed to determine if 
and how people follow normative principles for other dynamic-context tasks, such as those involving 
abrupt changes in evidence or reward contingencies, by using normative theory to determine which 
subject strategies are plausible, the nature of tasks needed to identify them, and the relationship 
between task dynamics and decision rules.

Model-driven experimental design can aid in identification of adaptive decision rules in practice. 
People commonly encounter unpredictable (e.g. an abrupt thunderstorm) and predictable (e.g. 
sunset) context changes when making decisions. Natural extensions of common perceptual decision 
tasks (e.g. random-dot motion discrimination [Gold and Shadlen, 2002]) could include within-trial 
changes in stimulus signal-to-noise ratio (evidence quality) or anticipated reward payout. Task-relevant 
variability can also arise from internal sources, including noise in neural processing of sensory input 
and motor output (Ma and Jazayeri, 2014; Faisal et al., 2008). We assumed subjects do not have 
precise knowledge of the strength or nature of these noise sources, and thus they could not optimize 
their strategy accordingly. However, people may be capable of rapidly estimating performance error 
that results from such internal noise processes and adjusting on-line (Bonnen et al., 2015). To extend 
the models we considered, we could therefore assume that subjects can estimate the magnitude 
of their own sensory and motor noise, and use this information to adapt their decision strategies to 
improve performance.

Real subjects likely do not rely on a single strategy when performing a sequence of trials (Ashwood 
et al., 2022) and instead rely on a mix of near-normative, sub-normative, and heuristic strategies. In 
fitting subject data, experimentalists are thus presented with the difficult task of constructing a library 
of possible models to use in their analysis. More general approaches have been developed for fitting 
response data to a broad class of models (Shinn et al., 2020), but these model libraries are typically 
built on pre-existing assumptions of how subjects accumulate evidence and make decisions. Because 
the potential library of decision strategies is theoretically limitless, a normative analyses can both 
expand and provide insights into the range of possible subject behaviors in a systematic and princi-
pled way. Understanding this scope will assist in developing a well-groomed candidate list of near-
normative and heuristic models. For example, if a normative analysis of performance on a dynamic 
reward task produces threshold dynamics similar to those in Figure 2B, then the fitting library should 
include a piecewise-constant threshold (or urgency signal) model. Combining these model-based 
investigations with model-free approaches, such as rate-distortion theory (Berger, 2003; Eissa et al., 
2021), can also aid in identifying commonalities in performance and resource usage within and across 
model classes without the need for pilot experiments.

Our work complements the existing literature on optimal decision thresholds by demonstrating 
the diversity of forms those thresholds can take under different dynamic task conditions. Several early 
normative theories were, like ours, based on dynamic programming (Rapoport and Burkheimer, 
1971; Busemeyer and Rapoport, 1988) and in some cases models fit to experimental data (Ditterich, 
2006). For example, dynamic programming was used to show that certain optimal decisions can 
require non-constant decision boundaries similar to those of our normative models in dynamic reward 
tasks (Frazier and Yu, 2007; Figure 2). More recently, dynamic programming (Drugowitsch et al., 
2012; Drugowitsch et al., 2014b; Tajima et al., 2016) or policy iteration (Malhotra et al., 2017; 
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	﻿‍

V(pn; ρ) = max{V+(pn; ρ), V−(pn; ρ), Vw(pn; ρ)}

= max




Rcpn + Ri(1 − pn) − ⟨ti⟩ρ, choose s+

R
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SNR-change task thresholds
For the SNR-change task, we allowed the task difficulty ‍m = 2µ2

σ2 ‍ to vary over a single trial by making 

‍µ(t)‍ a time-dependent step function given by Equation 6:

	﻿‍ µ(t) = (µ2 − µ1)Hθ(t − 0.5) + µ1.‍�

In Equation 6, there is a single switch in evidence quality between pre-change quality ‍µ1‍ and post-
change quality ‍µ2‍. This change occurs at ‍t = 0.5‍. Substituting this quality time series into the likelihood 
transfer function in Equation 16 allows us to find the normative thresholds for this task as a function 
of ‍µ1‍ and ‍µ2‍. This modification necessitates that the transfer function ‍fp‍ also be a function of time; 
however, because the quality change points are known in advance to the observer, we can simply 
change between different transfer functions at the specified quality changes.

https://doi.org/10.7554/eLife.79824
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