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THRESHOLD OF FRONT PROPAGATION IN NEURAL FIELDS:
AN INTERFACE DYNAMICS APPROACH�

GR�EGORY FAYEy AND ZACHARY P. KILPATRICKz

Abstract. Neural �eld equations model population dynamics of large-scale networks of neu-
rons. Wave propagation in neural �elds is often studied by constructing traveling wave solutions
in the wave coordinate frame. Nonequilibrium dynamics are more challenging to study, due to the
nonlinearity and nonlocality of neural �elds, whose interactions are described by the kernel of an
integral term. Here, we leverage interface methods to describe the threshold of wave initiation away
from equilibrium. In particular, we focus on traveling front initiation in an excitatory neural �eld.
In a neural �eld with a Heaviside �ring rate, neural activity can be described by the dynamics of the
interfaces, where the neural activity is at the �ring threshold. This allows us to derive conditions for
the portion of the neural �eld that must be activated for traveling fronts to be initiated. Explicit
equations are possible for a single active (superthreshold) region and special cases of multiple discon-
nected active regions. The dynamic spreading speed of the excited region can also be approximated
asymptotically. We also discuss extensions to the problem of �nding the critical spatiotemporal input
needed to initiate waves.
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1. Introduction. Traveling waves are ubiquitous in nature, arising in a wide
variety of biological processes, including epidemics [26], actin polymerization [1], and
evolution [38]. These processes are usually modeled by nonlinear partial di�erential
equations (PDEs) that combine nonlinear local interactions and spatial dynamics like
di�usion [35]. Such continuum equations can yield traveling wave solutions in closed
form, so the e�ect of model parameters on wave dynamics can be quanti�ed in detail.
For instance, neural �eld models describe large-scale dynamics of nonlocally connected
networks of neurons, and their constituent functions can be tuned to produce a multi-
tude of spatiotemporal solutions [7]. Such results can be connected to coherent neural
activity patterns observed in cortical slice and in vivo experiments [28, 29, 37].

Large-scale neural activity imaged using voltage sensitive dye exhibits myriad
forms of propagating neural activity in di�erent regions of the brain [41, 43]. For
instance, sensory inputs can nucleate traveling waves in olfactory [16] and visual cor-
tices [27]. Waves may propagate radially outward from the site of nucleation [23], with
constant direction as plane waves [44], or rotationally as spiral waves [29]. Su�ciently
large amplitude sensory stimuli can initiate traveling waves of neural activity, but the
threshold for initiation is di�cult to identify [39]. A recent study has shown that if
two visual stimuli are presented su�ciently close together in time, only a single wave
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consequence, throughout the manuscript we assume � 2 (0; 1=2). We derive this con-
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Fig. 1. Long term behavior of initial conditions u0(x) for (1) in one dimension. (A) Entirely
subthreshold (superthreshold) initial conditions decay (grow). If u0(x) < � for all x, then u ! 0
as t ! 1 (u<), whereas if u0(x) � � for all x, then u ! 1 as t ! 1. (B) Initial conditions
below (above) the unstable bump Ub(x) decay (grow). If u0(x) < Ub(x) for all x, then u ! 0 as
t ! 1 (u<), whereas if u0(x) > Ub(x) for all x, then u ! 1 as t ! 1. (C) Characterization
of limt!1 u(x; t) is less straightforward for multimodal initial conditions. Even though each active
region (A1 and A2, where u0(x) � �) is narrower than the unstable bump Ub(x), this initial condition
could lead to propagation due to nonlocal interactions.

characterized in detail in previous works, so we will simply state key formulas rather
than carrying out derivations [2, 5, 7, 9, 11, 18, 24, 32].

2.1. Bump solution. Stationary bumps u(x; t) = Ub(x), with a single active
region Ub(x) � � for x 2 [x1; x2], centered at x = 0, so x 2 [�b; b] take the form

Ub(x) =

\int b

�b
w(x� y)dy = W (x+ b)�W (x� b);(3)

where we have de�ned the antiderivative of the weight kernel

W (x) =

\int x

0

w(y)dy:(4)

The threshold condition Ub(�b) = W (2b) = � can be solved to identify the unique
bump half-width b: b0(�) = W�1(�)=2 for any � 2 (0; 1=2). Local stability analysis
can be used to show Ub is linearly unstable [2, 24].

2.2. Periodic solutions. There are also L-periodic stationary solutions UL(x)
with an in�nite number of superthreshold regions [1n=�1[�b+nL; b+nL], under the
restriction 2b < L, which take the form [32]

UL(x) =
\sum 
n2\BbbZ 

\int b+nL

�b+nL
w(x� y)dy =

\sum 
n2\BbbZ 

(W (x+ b+ nL)�W (x� b+ nL)) :(5)

Applying any threshold condition, UL(�b+ nL) = �, we obtain an implicit equation
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Since W1 = 1=2, (10) will only have a solution with corresponding c 2 (0;1) if
� 2 (0; 1=2), since the integral on the left-hand side is positive and bounded from
above by W1. Local stability has been studied previously [13], demonstrating the
wave solution Uf is marginally stable to perturbations that shift its location.

This concludes our analysis of entire solutions to (1) in the case I � 0. Guided
by the fact that the homogeneous solutions �u � 0; 1 are stable, and the intermediate
bump Ub(x) and periodic solutions UL(x) are unstable, we generally expect initial
conditions u0(x) to either be attracted to �u � 0 or �u � 1 as t ! 1. In the next
section, we demonstrate a means of determining the fate of unimodal initial conditions
using interface equations.

3. Nonequilibrium dynamics of a single active region. In this section, we
identify conditions on u0(x) with a single active region (u0(x) � � for x 2 [x1; x2]),
so the solution to (1) propagates (assuming I(x; t) � 0). In what follows, we as-
sume 0 � u0(x) � 1 is unimodal, u00(x0) = 0, and u00(x) ? 0 for x 7 x0, ensuring
there are no more than two interfaces for t > 0. First, we derive results for even
u0(x) = u0(�x), and then we extend to asymmetric u0(x). Initial conditions can be
separated into subthreshold ones that lead to decay and superthreshold ones that lead
to propagation. Lastly, we identify conditions on the external input I(x; t) to (1) that
ensure propagation when u0(x) � 0.

3.1. Interface equations and criticality: Even symmetric case. Symme-
try of (1) with I � 0 ensures solutions with even initial conditions are always even, so
the active region A(t) = fx 2 \BbbR j u(x; t) � �g is symmetric for t > 0. The dynamics
of the symmetric active region A(t) = [�a(t); a(t)] can be described with interface
equations for the two points x = �a(t) (see [2, 15]). We start by rewriting (1) as

@tu(x; t) = �u(x; t) +

\int 
A(t)

w(x� y)dy;(11)

which can be further simpli�ed:

@tu(x; t) = �u(x; t) +W (x+ a(t))�W (x� a(t)):

Equation (11) remains well de�ned even in the case where a(t) vanishes. We can
describe the dynamics of the two interfaces by the implicit equations

u(�a(t); t) = �:(12)

Di�erentiating (12) with respect to t, we �nd the total derivative is

��(t)a0(t) + @tu(�a(t); t) = 0;(13)

where we de�ne a0(t) = da(t)
dt and ��(t) = @xu(�a(t); t). The symmetry of (13) allows

us to reduce to a single di�erential equation for the dynamics of a(t):

a0(t) = � 1

�(t)
[W (2a(t))� �] ;(14)

where we have substituted (11) at a(t) for @tu(a(t); t). Equation (14) is not well
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which we can integrate and evaluate at a(t) to �nd

�(t) = u00(a(t))e�t + e�t
\int t

0

es [w(a(t) + a(s))� w(a(t)� a(s))] ds:(15)

Thus, we have a closed system describing the evolution of the right interface a(t)
of the active region A(t), given by (14) and (15), along with the initial conditions
a(0) = ‘ and �(0) = u00(‘) <
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dynamics, (14) and (15), breaks down. We know this because W (2a(t))� � < 0 and
decreases as a(t) decreases. Note also that for t 2 (0; t0) we consistently have �(t) < 0.
Inspecting (15) shows that limt!t�0 �(t) = 0 since u00(0) = 0. Thus, at time t = t0, we

have 0 � u(x; t0) � �, and for t � t0, @tu(x; t) = �u(x; t), so u(x; t) = et0�tu(x; t0)
for t � t0, and limt!1 u(x; t) � 0, uniformly on x 2 \BbbR (Figure 3B).

Stagnation. If ‘ = W�1(�)=2 =: b0, then a0(t) = 0 for all time assuming �(t) <
0, implying a(t) � b0. Plugging into (15) yields �(t) with �(t) = (w(2b0)�w(0))(1�
e�t) + u0(b0)e�t < 0. As a consequence, a(t) = b0 for all time and limt!1 �(t) =
w(2b0)� w(0). Furthermore, we can explicitly solve for

u(x; t) = W (x+ b0)�W (x� b0) + e�t [u0(x)�W (x+ b0) +W (x� b0)] ;

so limt!1 u(x; t) � Ub(x), uniformly on \BbbR . We call this case stagnation as the active
region remains �xed for t > 0 (Figure 3C).

To summarize, we have shown the following result.
Starting with smooth unimodal even initial conditions,
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lim
t!1

�(t) = lim
t!1

\biggl[ 
u00(a(t))e�t +

\int t

0

e�(t�s) [w(c(t
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Fig. 5. Bounds and asymptotics for an exponential kernel, w(x) = e�jxj=2. (A) Propagation
occurs if ‘ := a(0) > b0 for b0 = � ln [1� 2�] =2 (solid line); extinction occurs if ‘ < b0. Numerical
simulations (circles) determine b0 by computing (1) starting with u(x; 0) = u0(x) and identifying
b0 for which stagnation occurs (u0(b0) = �). Results are consistent whether choosing u0(x) =

U � Ub(x);Ue
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4. Multiple active regions. We now turn our attention to the more general
case of multimodal initial conditions. Since this can now lead to multiple disjoint
active regions (where u0(x) � �), we must extend our analysis from section 3 to track
more than two interfaces (see also [33]). While it is di�cult to analyze the resulting
system of equations explicitly, we can gain insight by focusing on two speci�c cases
of u0(x): (a) periodic initial conditions with an in�nite number of active regions and
(b) two symmetric active regions. We begin by deriving the interface equations in the
general case.

4.1. Interface equations: General case. When u0(x) � � for multiple dis-
joint active regions, A(0) = [Nj=1 [aj(0); bj(0)], the time evolution of A(t) is implicitly
described by

u(aj(t); t) = u(bj(t); t) = �; j = 1; : : : ; N;(23)

for an initial time 0 < t < t0. Di�erentiating (23) with respect to t, we �nd

�j(t)a
0
j(t) + @tu(aj(t); t) = 0; �j(t)b

0
j(t) + @tu(bj(t); t) = 0; j = 1; : : : ; N;(24)

where �j(t) = @xu(aj(t); t) and �j(t) = @xu(bj(t); t). Rearranging (24), applying (11)
for ut, and solving for z = ux as before, we �nd the following system describing the
evolution of the interfaces (aj(t); bj(t)) and gradients (�j(t); �j(t)):

a0j(t) = � 1

�j(t)

\Biggl[ 
N\sum 
k=1

(W (bk(t)� aj(t))�W (ak(t)� aj(t)))� �
\Biggr] 
;(25a)

b0j(t) = � 1

�j(t)

\Biggl[ 
N\sum 
k=1

(W (bk(t)� bj(t))�W (ak(t)� bj(t)))� �
\Biggr] 
;(25b)

�j(t) = e�t
\int t

0

es
N\sum 
k=1

[w(aj(t)� ak(s))� w(aj(t)� bk(s)))] ds+ u00(aj(t))e
�t;(25c)

�j(t) = e�t
\int t

0

es
N\sum 
k=1

[w(bj(t)� ak(s))� w(bj(t)� bk(s))] ds+ u00(bj(t))e
�t(25d)

for j = 1; : : : ; N . The initial conditions u0(aj(0)) = u0(bj(0)) = � close the system.
We expect �j(t) � 0 and �j(t) � 0, since they are at the left and right boundaries
of each active region. For the system (25), there is no straightforward condition that
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Fig. 6. Long term behavior of u(x; t), given a periodic initial condition with uL(�‘L+nL) = �
for all n 2 \BbbZ , depends on the relation between ‘L and bL = W�1

L (�). (A) If ‘L > bL, saturation
occurs, and limt!1 u(x; t) � 1. (B) If ‘L < bL, extinction occurs, and limt!1 u(x; t) � 0. (C) If
‘L = bL, stagnation occurs, and limt!1 u(x; t) = UL(x) as in (5).

periodic. For an even and periodic initial condition u(x; 0) = uL(x) of period L,
A(t) = [n2\BbbZ [�a(t) + nL; a(t) + nL], so by symmetry we can reduce (25) to

a0(t) = � 1

�(t)
[WL(a(t))� �] ;(26a)

�(t) = u0L(a(t))e�t + e�t
\int t

0

es
\sum 
n2\BbbZ 

wn(a(t); a(s))ds;(26b)

where wn(a(t); a(s)) = w(a(t)+a(s)+nL)�w(a(t)�a(s)+nL) and WL(x) is de�ned
as in (6). Fixing L, the initial condition uL(x) is de�ned by the single parameter
‘L := a(0), where uL(�‘L + nL) = � for all n 2 \BbbZ . Criticality occurs for ‘L =
bL(�) = W�1

L (�), the half-width of each active region of the periodic solution UL(x)
to (5). The analysis proceeds along similar lines to that given in section 3.1 for the
single active region case yielding the following results (illustrated in Figure 6):

Starting with smooth L-periodic, even initial conditions, uL(x), unimodal on
[�L=2; L=2], the fate of the solutions u(x; t) to (1) falls into three cases:

(i) If ‘L > W�1
L (�), then u! 1 uniformly on \BbbR as t! +1;

(ii) if ‘L < W�1
L (�), then u! 0 uniformly on \BbbR as t! +1;

(iii) if ‘ = W�1
L (�), then u! UL uniformly on \BbbR as t! +1.

Asymptotic results. Similar to the single active region case, we can obtain
leading order approximations for the transient dynamics approaching the homoge-
neous states. For periodic initial conditions, we do not obtain traveling waves in
the long time limit. In the case of saturation, we can estimate the time t0 at
which u(x; t0) � �, assuming L=2 � a(t), �(t), and t0 are small. We approximate
�(t) � u00L(L=2)(‘L � L=2), so t0 � (L� 2‘L)2u00L(L=2)=[2� 4�].

In the case of extinction, the calculation is quite similar to that presented in sec-
tion 3.3, and we �nd u(x; t0) � � at t0 � ‘2

Lju00L(0)j=� in the limit 0 < ‘L � 1.

Exponential kernels. Assuming w(x) is given by (2), we can obtain a simple
implicit expression for the critical half-width bL := W�1

L (�). Plugging (2) into (6),
we can simplify the threshold condition UL(�b+ nL) = � to the form [32]

(27) � =
sinh(b)

sinh(L=2)
cosh(L=2� b) := WL(b):

Equation (27) must be solved numerically (Figure 7A), showing bL increases with �
and L. The formula for UL can also be reduced to yield
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Fig. 7. Stationary periodic solutions UL to (1) with exponential kernel, (2). (A) Half-width
bL of the active region on each period L increases with threshold � and period L, as determined by
(27). (B) Increasing L yields periodic patterns (corresponding to dots in panel A at �(27*.931Tf 7.986 0 T05580 Td [(.)]TJ/F25 7.9701 Tf 74388 0 Td [(�.393 cm
/F11)]TJ
0 g 0 -232.95f 89f 8969 -1.339 Td [10 625  [( 0 6.802f 8.4963 1.34 Td [(o9)]TJ
0 g 0 g)]6238.4963 1.34 T059 Td [11o9
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The system (29) is closed by the initial conditions a(0) = ‘1 and b(0) = ‘2. As opposed
to the single active region case, it is not possible to develop a simple condition on
(‘1; ‘2) that determines whether propagation, extinction, or stagnation occurs in the
long time limit. However, we can still partition the space of initial conditions (‘1; ‘2)
into several cases, for which the long term behavior of (1) is determined by the initial
transient dynamics of (a(t); b(t)). Observe that both W (b(t) + a(t)) �W (2a(t)) > 0
and W (2b(t)) �W (b(t) + a(t)) > 0 for all time whenever they are well de�ned (i.e.,
as long as 0 < a(t) < b(t)). As a consequence, we can already rule out the trivial case
where ‘2 � ‘1 �W�1(�).

Class I: ‘\bftwo �‘\bfone � W −\bfone (�). In this case, we automatically deduce that b0(t) > 0
while a0(t) < 0 for all time where they are both well de�ned. This implies that there
exists a �nite t� > 0 at which we have a(t�) = 0. At this point, the two active
regions merge to form a single active region given at time t = t� by [�b(t�); b(t�)]
with 2b(t�) > 2‘2 > W�1(�) as ‘2 � ‘1 �W�1(�). As a consequence, we are back to
the propagation scenario studied in section 3.1, and we �nd the associated solution
of the neural �eld equation (1) obeys u! 1 locally uniformly on x 2 \BbbR as t! +1.

Class II. ‘\bftwo � ‘\bfone < W −\bfone (�). We now discuss the case where ‘2� ‘1 < W�1(�).
In order to simplify the presentation, we de�ne the following two quantities:

W1(‘1; ‘2) := W (‘2 � ‘1)� �+W (‘1 + ‘2)�W (2‘1);

W2(‘1; ‘2) := W (‘2 � ‘1)� �+W (2‘2)�W (‘1 + ‘2);

de�ned for all 0 < ‘1 < ‘2. It is crucial to observe that W1(‘1; ‘2) � W2(‘1; ‘2) =
2W (‘1 + ‘2)1
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Fig. 8. Evolution of interfaces for two symmetric bumps having Class II initial conditions:
‘2�‘1 < W�1(�). Phase portrait of (29) in (a(t),b(t)) is shown in the case of an exponential kernel,
(2), � = 0:45, and the initial condition u0(x), (30). We �x a(0) = ‘1 = 1=4 and vary b(0) = ‘2
from 0:5 to 2:25. Some initial conditions (red stars) lead to trajectories (black lines) that propagate,
while other initial conditions (blue stars) lead to extinction. Case A (W1(‘1; ‘2) >W2(‘1; ‘2) � 0):
a(t) vanishes in �nite time with a �nal value above the nullcline W2(‘1; ‘2) = 0 (where red line
meets ‘2 axis), leading to propagation. See corresponding example evolution of u(x; t). Case B
(0 � W1(‘1; ‘2) > W2(‘1; ‘2)): a(t) and b(t) merge in �nite time, leading to extinction. Case
C (W1(‘1; ‘2) > 0 > W2(‘1; ‘2)): Three subcases are described in the main text, leading to either
extinction for subcases (1) and (3) or propagation for subcase (2). Green arrows indicate the direction
of the vector �eld in each subregion. Outer panels demonstrate behavior of the full neural �eld model,
(1), in the cases A, B, C1, C2, and C3.

= 0 while 0 > W2(a(t1); b(t1)); in that case we are back to Case B and extinction
occurs.

We illustrate these di�erent scenarios on a speci�c example in Figure 8 using an
exponential kernel, (2), and the initial condition

(30) u0(x) =
U0

2

\Bigl( 
e�jx+x0j + e�jx�x0j

\Bigr) 
;

which allows us to specify

x0 =
1

2
ln

\bigl( 
�1 + 2 cosh(‘1)e‘2

\bigr) 
and U0 = �

\sqrt{} 
�1 + 2 cosh(‘1)e‘2

cosh(‘1)

and ensure that u0(�‘1;2) =) (



2592 GR�



THRESHOLD OF FRONT PROPAGATION IN NEURAL FIELDS 2593

Fig. 9. Conditions for propagation driven by a spatially periodic input I(x; t) = I(x)�[0;t1] with
I(x) = I(x + L) and u(x; 0) � 0. (A) For periodic, even, and positive pro�le I(x) with I(0) > �,
propagation only occurs if GL(b) = WL(b) + I(b) = � has no solutions. If solutions to (31) exist,
the minimal one is linearly (bs) or marginally (bm) stable. For inputs I(x) that are monotone
decreasing on x 2 (0; L=2), there are only two solutions. (B) If GL(bs) = � is satis�ed for some bs,
u(x; t1) � ULs (x) for large t1 with active region centered at x = 0 given [�as; as], where as < bL,
so limt!1 u(x; t) � 0. (C) Here I(x) is chosen so that GL(b) = � has no solutions. If t1 := te,
then ue(�ae) := u(�ae; te) = � and ae < bL, so limt!1 u(x; t) � 0. However, for t1 := tp with
up(�ap) := u(�ap; te) = � and ap > bL, limt!1 u(x; t) � 1.

We now discuss the three remaining cases: (I) equation (31) has at least one
solution, so saturation does not occur; (II) equation (31) has no solutions, but �1 � �c,
the time at which ~a(�c) = bL for I(x; �) � I(x), and saturation does not occur; (III)
equation (31) has no solutions, and �1 > �c, so saturation occurs.

Case I: minx2\BbbR G(x) � �. Here, (31) has at least one solution. Since we have
assumed I(0) > �, this solution bmin is linearly or marginally stable with respect to
even and odd perturbations. Equation (33) implies d~a

d� > 0 for all � < �1, but d~a
d�

vanishes at ~a = bmin, so ~a(�) < bmin < b0 for all � < �1. Thus, once � = �1, the
dynamics is described by the extinction case from section 4.2, and limt!1 u(x; t) � 0
(Figure 9B).

Case II: minx2\BbbR G(x) > � and �1 � �c. Here (31) has no solutions, but ~a(�) will
not grow large enough for saturation to occur once I(x; �) = 0, since �1 � �c. We
de�ne �c as the critical time when ~a(�c) = bL = W�1

L (�), given by the formula\int \bfW �1
L (�)

0

da

WL(a)� �+ I(a)
= �

\int tc

t0

dt

�(t)
:= �c:(34)

By de�nition, ~a(�1) � bL, so once � = �1, the dynamics is described by either (a) the
extinction case in section 4.2 if �1 < �c, so limt!1 u(x; t) � 0, or (b) the stagnation
case in section 4.2 if �1 = �c, so limt!1 u(x; t) � UL(x) (Figure 9C).

Case III: minx2\BbbR G(x) > � and �1 > �c. Requiring �1 > �c with (34), we have
that ~a(�1) > bL. Thus, after � = �1, the dynamics is described by the saturation case
in section 4.2, so limt!1 u(x; t) � 1 (Figure 9C).

5. Discussion. In this paper, we have studied threshold phenomena of front
propagation in the excitatory neural �eld equation (1) using an interface dynam-
ics approach. Our interface analysis projects the dynamics of the integrodi�erential
equations to a set of di�erential equations for the boundaries of the active regions,
where the neural activity is superthreshold. The interface equations can be used to
categorize initial conditions or external stimuli based on whether the corresponding
long term dynamics of the neural �eld are extinction (u! 0), propagation/saturation
(u ! 1), or stagnation (u ! Ustat(x) 6� 0; 1). We considered several classes of initial
conditions, which admit explicit results: (i) functions with a single active region, (ii)
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even and periodic functions with an in�nite number of active regions, and (iii) a two-
parameter family of even functions with two active regions. In these particular cases,
the conditions for extinction, propagation/saturation, or stagnation can be expressed
in terms of a few inequalities for the parameters specifying the initial conditions. We
were able to obtain a similar trichotomy when the neural �eld equation (1) is forced
by a �xed critical stimulus (e.g., unimodal and periodic) over a �nite time interval.
Our analysis assumes the nonlinearity in the neural �eld arises from a Heaviside �ring
rate function, so the dynamics of the neural �eld equation (1) can be equivalently
expressed as di�erential equations for the spatial locations where the neural activity
equals the threshold of the �ring rate function. This work addresses an important
problem in the analysis of models of large-scale neural activity, determining the long
term behavior of neuronal network dynamics that begin away from equilibrium.

There are several natural extensions of this work that build on the idea of devel-
oping critical thresholds for propagation in neural �elds using an interface dynamics
approach. For instance, one possibility would be to consider a planar version of (1)
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